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Abstract

» The tax gives an important role for the contributions of the economy and development of a
country. The improvements to the taxation service system continuously done in order to

increase the State Budget.

» One of consideration to know the performance of taxation partig@’ in @sia is to know

the public opinion as for the object service.

» Text mining can be used to know public opinio ta® system. The rapid growth of
data in social media initiates this research @ data’source as big data analysis.

» The dataset used is derived from bo Twitter as a source of data in processing tax
comments. The results of opi i e form of public sentiment in part of service, website
system, and news c e consideration to improve the quality of tax services.

‘,& ing is done through the phases of text processing, feature selection
with Support Vector Machine (SVM).

» To reduce the problem of the number of attributes on the dataset in classifying text, Feature

Selection used the Information Gain to select the relevant terms to the tax topic.

&g is used to measure the performance level of SVM with Feature Selection from two data
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Existing

» The improvements to the taxation service system continuously done in

»

order to increase the State Budget. One of consideration to know the

performance of taxation particularly in Indonesia is tC the public

opinion as for the object service.

Text mining can be used to know p ‘(&about the tax system.
The rapid growth of data i x efHa initiates this research to use
the data source as @%3

The dataset séd is d from Facebook and Twitter as a source of
data i ng tax comments. The results of opinions in the form of
public timent in part of service, website system, and news can be

used as consideration to improve the quality of tax services.



Proposed

» proposed a text mining processing through  SVM method with

classification optimization with Feature Selection.

» Feature Selection is used to select the relevant f%@@dataset in
et

order to get a better performance of SVM as

» Text mining aims to generate a s@ on the sentiment about
the problem of taxation b & ources the public comments on

Facebook and TW|tter

» In this stud fposmve and negative sentiments are based
on tim nd the type of tax data namely service, website system,
and tax new

For further research, information generated from this text mining can

as considerable of taxation and support services for future



Advantage

» Classification results based on positive and

negative sentiments with three @gories

namely service, website, g«\‘/s Facebook

and Twitter shog@ge results of the

ithm that the average of

@9 ed method about 75%, 70% and
72% achieved
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Conclusion

»  Text mining in this research is obtained through the stages of text processing,

feature selection using Information Gain and classification using SVM.

» The datasets obtained are derived from Facebook and mments on

taxes.

» Classification results based on positive a?@&e sentiments with three

categories namely service, website, a

»  From the measurement of pr and F-measure obtained on the dataset
from Facebook and Twitt the results of the performance algorithm that

the average o ro 0 method about 75%, 70% and 72% achieved.

» This res be used as a basis for big data analysis in tax case an evaluation

of tax service based on public opinion
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