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ABSTRACT

Currently, Software-Defined Networking (SDN) platforms leverage Link
Layer Discovery Protocol (LLDP) to discover the underlyln é

: that the topology information is

However, LLDP is suboptimal in terms of mess paper we

present the Tree Exploration Discovegy
shortest paths can be built at thes

gathered, without ex :&D
We also alternative implementations for TEDP and give

Insi@htSH me features that SDN platforms should i1deally provide for an
rent topology discovery service.

EDP) proving that

mpared to LLDP.



—
EXISTING SYSTEM

NETWORK services are one of the main benefits of the thrlvmﬁvi/are-

Defined Networking (SDN) paradigm. These serV1ces @ es of
network functionality that may be leveraged heatlon
Topology discovery could be consi the central SDN services,
fuelled by the globa &$ the logically centralized
SDN controllers. g

sOFTIiSeloea@part of the discovery process in the switch, which
1

topology information to asynchronously notify the controller

sed on specific events, instead of periodically, hence saving messages.
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PROPOSED SYSTEM

In this paper, we present the Tree Exploration Discovery Protocol (TEDP),
proving that shortest paths can be built at the same time t

information is gathered, without extra message LDP We

also analyze two alternative impleme P and give insights

into some features that SD should ideally provide for an

efficient topology

This p @n

e to explore the network and collect its information, instead of

the topology discovery at a single node, by flooding a

ling each device and aggregating the replies afterwards, as in LLDP.



HARDWARE REQUIREMENTS

Processor - Pentium —III

Speed - 1.1 Ghz C“

RAM - 256 MB(min 0(‘4@

Hard Disk - 20 wé

Floppy Drive -%44

Key BoaC Bﬁ Standard Windows Keyboard
ﬁ"& - Two or Three Button Mouse
onitor - SVGA



SOFTWARE REQUIREMENTS

Operating System :  Windows 8 “
Front End : Java /DOTNES@C

Database
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CONCLUSION

We have defined, implemented and evaluated TEDP. This protoc itiates
the topology discovery at a single node, by floodin @;\la&% to
explore the network and collect its informatig s@f polling each
‘@ in" LLDP. The results are

ol messages are reduced, but the

encouraging, not only the um‘x

topology service is to provide latency-based paths. Nevertheless,
the chanﬁﬁ proposed by TEDP has also disclosed some
@,& e current SDN implementations.

device and aggregating the replies a
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For this reason, our conclusion 1is twofoldﬁsﬂy,
network services should be spemﬁcally re r@ DN
of the box,
s. Secondly, the SDN

architecture 1s still % sh nd should capture new ideas to
reformul 1t$ ndations, such as the Open Flow protocol.

W

from scratch; 1t is our opportunit
instead of simply migratin gﬁ
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