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ABSTRACT

Mobile Edge Cloud Computing (MECC) has becoming an “ive
ity of

solution for augmenting the computing and sto ?) ap
Mobile Devices (MDs) by exploiting the g (bi,r Sources at the

network edge.
In this work, we consid }mn offloading at the mobile edge
cloud that is 0S a set of Wireless Devices (WDs), and each

WD ha@e oy harvesting equipment to collect renewable energy

from the environment.

Moreover, multiple MDs intend to offload their tasks to the mobile

edge cloud simultaneously.



CONTINUE

We first formulate the multi-user multi-task computation offlo dlng

problem for green MECC, and use Lyaponuv p 1
Approach to determine the energy harves 6’& w much
energy to be harvested at each WD.

And the task offloading Qt of computation offloading
requests to be a $the mobile edge cloud, the set of WDs

t
assigne$ gdrmtted offloading request, and how much

workload’to be processed at the assigned WDs.

We then prove that the task offloading scheduling problem is NP
hard, and introduce centralized and distributed Greedy Maximal

Scheduling algorithms to resolve the problem efficiently.



EXISTING SYSTEM

Nowadays, Mobile Devices (MDs) such as smar}ges,
m

tablet computers, wearable devices and etc@@ﬂ

and more important role in our daily-&

Moreover, mobile appli io&ﬁning on MDs, such as
immersive &n—computer interaction, often
deman@ elay and processing requirements.

A mobile edge cloud consists of either one edge server

a set of devices that serve mobile users

ore

cooperatively.



CONTINUE

Though the mobile edge cloud is less powerful com with

a remote cloud, as it is located at the edge «Qj ork the
transmission latency between @Q the mobile edge
cloud 1s much lower t@%o‘t e remote cloud .

Mobile@ 0 omputing (MECC) has becoming an
attractivd-Solution for augmenting the computing and storage
capacity of Mobile Devices (MDs) by exploiting the available

resources at the network edge.



PROPOSED SYSTEM

We propose a multi-user multi-task computation offloading
framework for a green mobile edge cloud computing s@ the
proposed approach, the dynamics of energé e mobile

edge cloud as well as task amval nt MDs are jointly

considered;.
We introduce t W)f energy links (not real wireless links)

and sh adlng a task from a MD to mobile edge cloud is
equivalent to routing the harvested energy from mobile edge cloud
to a MD. With energy links, the multi-user multi-task offloading
problem is then cast into a Maximal Independent Set (MIS)

problem.



CONTINUE

Since the problem is NP-hard, centralized and distributeﬁ?dy

maximal scheduling algorithms and their per%‘ bo

studied. Both theoretical analysis and s % s indicate the

proposed centralized and distri 1@
achieve similar perforrrﬂ

O\

arc

y scheduling algorithms
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CONCLUSION

In this work, we discuss multi-user multi- task of;
scheduling schemes in a renewable mobile e @ Stem
As the mobile edge cloud 1s ¢ et of WDs with
relatively low processin ﬁroeessmg ability 1s not
as high as that & scheduling schemes needs to map

the Wow a MD to multiple WDs.

Moreover, scheduling schemes also needs to handle uncertain
energy supply at each WD properly so as to make the best of

the mobile edge cloud system.



CONTINUE

In detail, the scheduling algorithms determine the energy harvesting
strategy, a set of offloading requests to be admitted, an et of

WDs to compute the workload for the admltted %‘l request so

as to maximize the overall system

To exploit the compu %c} at the green mobile edge cloud

thoroughly, Li tng algorithms match the offloading energy
t

consum he mobile edge cloud to its harvestable energy.

Since the scheduling problem is NP hard, centralized and distributed

greedy maximal scheduling algorithms are proposed.
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