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ABSTRACT

This letter presents an efficient parallel algorithm for solvin ﬁllly

one dimensional (LOD) finite difference tlme(cw(/

cloud computing environment.

As opposed to existing LO Igorlthm parallelization
scheme, the propose @ s the implicit tridiagonal system
In parallel b man-Morrison formula to decompose the
trldlago mto smaller matrices.

The parallel nodes in cloud computers solve the matrices

simultaneously.



EXISTING SYSTEM

COMPLEX electromagnetic environment simulations are p med
traditionally on supercomputers , whichcare not feas Jg‘ cce

Cloud computing offers a more eCO%G"S

computlng resources.

The hardware architec %X‘h are similar in many aspects,
except that s are connected by tailor-made inter node

commurw works , while cloud computers are connected by
a switch with limited bandwidth.

utilize more



PROPOSED SYSTEM

We use LOD-FDTD algorithm parallelization scheme, the proposed
method solves the implicit tri-diagonal system in parall @mg

Sherman-Morrison formula to decompose th matrix

Into smaller matrices. The parallel nogﬁ@ computers solve

the matrices simultaneously.

our method, d %computatlon IS avoided and data

transferwcg« cloud computer nodes is minimized so

that goo llelization scalability is obtained.

LOD-FDTD algorithm is an efficient method to reduce the number
of iterations while the increased error does not become prohibitive,

thus suitable for complex electromagnetic environment simulations.



HARDWARE REQUIREMENTS

Processor - Pentium =11

Speed - 1.1Ghz Q)C“
RAM - 256 V\@ﬁ@

Hard Disk Bﬁ%&
Floppy Drive (1> 1.44 MB
W

Key B - Standard Windows Keyboard
Mouse - Two or Three Button Mouse

Monitor - SVGA



SOFTWARE REQUIREMENTS

o Operating System . Windows 8

o Front End - Java /DOTNE Q)C’

%@%

A

o Database

W




CONCLUSION

We proposes a high efficiency parallel LOD-FDTD algorlt

The parallelization is done by solving implicit sy (W

Our parallelization scheme needs le unication with
nodes than the DD methods gsg suitable to be deployed
in cloud computationﬁﬁ
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