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Abstract—This work addresses the problem of how to enable efficient data query in a Mobile Ad-hoc SOcial Network (MASON), formed by mobile users who share similar interests and connect with one another by exploiting Bluetooth and/or WiFi connections. The data query in MASONs faces several unique challenges including opportunistic link connectivity, autonomous computing and storage, and unknown or inaccurate data providers. Our goal is to determine an optimal transmission strategy that supports the desired query rate within a delay budget and at the same time minimizes the total communication cost. To this end, we propose a centralized optimization model that offers useful theoretic insights and develop a distributed data query protocol for practical applications. To demonstrate the feasibility and efficiency of the proposed scheme and to gain useful empirical insights, we carry out a testbed experiment by using 25 off-the-shelf Dell Streak tablets for a period of 15 days. Moreover, extensive simulations are carried out to learn the performance trend under various network settings, which are not practical to build and evaluate in laboratories.
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1 INTRODUCTION

Social networking is among the fastest growing information technologies, as evidenced by the popularity of such online social network sites as Facebook, Twitter, LinkedIn and Google+ that continue to experience explosive growth.

In contrast to the popular web-based online social networks that rely on the Internet infrastructure (including cellular systems) for communication, this paper focuses on Mobile Ad-hoc SOcial Network (MASON), an autonomous social network formed by mobile users who share similar interests and connect with one another by exploiting the Bluetooth and/or WiFi connections of their mobile phones or portable tablets. A MASON is often created for a local community where the participants have frequent interactions, e.g., people living in an urban neighborhood, students studying in a college, or tourists visiting an archaeological site. Its size varies from a large group (for instance, all the students in a university) to a small cluster (such as members of a school band). It may serve a community over a long span of years, or be temporary to last for as short as a few hours only (e.g., for social networking among a group of tourists).

1.1 System Overview

An individual MASON is incomparable with online social networks in terms of the population of participants, the number of social connections and the amount of social media. However MASONs gain significant value by serving as a supplement and augment to online social networks and by effectively supporting local community-based ad-hoc social networking. For example, it helps discover and update social links that are not captured by online social networks and allows a user to query localized data such as local knowledge, contacts and expertise, surrounding news and photos, or other information that people usually cannot or do not bother to report to online websites but may temporarily keep on their portable devices or generate upon a request.

This work addresses the problem of how to enable efficient data query in MASONs. Consider a MASON with \( N \) nodes. Each node can be a query issuer or a data provider, or more commonly act in both roles for different query requests. The queries fall into \( C \) categories. Each node has certain expertise to answer a query. Let \( E \) denote the expertise matrix, where \( E_{ij} \) indicates the expertise of Node \( i \) to answer a query in Category \( c \), i.e., the probability that Node \( i \) can provide a satisfactory answer to a query in Category \( c \). A query is created by a query issuer. It is delivered by the network toward the nodes that can successfully provide an answer (i.e., data providers). If a data provider receives the query, it sends the query reply to the query issuer.

Our goal is to determine an optimal transmission strategy that supports the desired query rate and at the same time minimize the total communication cost. The formal problem formulation will be given in Sec. 2.1.

1.2 Unique Challenges

The use of free, short-range radio is highly desired for a diversity of MASON applications. At the same time, however, it results in a distinctive communication paradigm characterized by intermittent link connectivity and autonomous computing and storage. More specifically, the data query in MASONs faces the following unique challenges.
(1) Opportunistic link connectivity: The connectivity of MASONs is very low and intermittent, forming a sparse network where a node is connected to other nodes only occasionally. This is in a sharp contrast to online social networks, where users always have reliable Internet connections. The data delivery delay in MASONs is potentially long, due to the loose connectivity among nodes. Fortunately, such delay, thought not desirable, is usually tolerable by many data query applications in MASONs that are often delay insensitive.

(2) Autonomous computing and storage: Central servers are employed to store and process user data in online social networks. Such servers are, however, no longer available in MASONs, where individual portable devices must perform distributed data storage and computation. It is well known that portable devices have limited computing, storage and energy capacity. Nevertheless, such constraints are particularly disadvantageous to MASONs, because a node must process data in a distributed manner and store them locally for a much longer time before sending them to another node, due to intermittent connectivity.

(3) Unknown or inaccurate expertise: When a node issues a query, it is often unaware of the nodes that have sufficient expertise to answer the query, since the cost is prohibitively high to construct a structure to index data and data providers like P2P networks. It is obviously inefficient either to frequently flood queries, which are expensive and often considered spams. Worse yet, in practice, a mobile node hardly knows its probability to answer queries in each category precisely. It may initially claim based its expertise on the mobile user's social roles and available resources. But such initially claimed expertise is often inaccurate.

The above characteristics make the data query in MASONs a very unique, interesting, and challenging problem, rendering not only conventional data query schemes for well-connected computer systems but also distributed solutions for mobile ad hoc networks [1]–[6] and mobile (online) social networks [7] inapplicable here. Only a handful of works have considered data query in opportunistic network settings. For example, Osmosis [8] employs an epidemic approach to perform file lookup in pocket switched networks. While it is simple and reliable, the communication overhead is very high due to the flooding-like epidemic routing. DelQue [9] aims to query geo-location-based information. It assumes each node moves according to a given schedule and adopts a semi-Markov model to predict nodal meeting events, in order to identify a proper relay to carry the query to the target location and bring the interested information back to the source. [10] proposes a distributed database query framework based on several communication and computing techniques specifically tailored for RFID networks. Neither of them efficiently support data queries in MASONs. On the other hand, although several routing algorithms have been proposed for opportunistic networks by exploiting social relations among mobile users to achieve efficient routing [11]–[16], they are developed for generic communications, without consideration of the unique needs and constraints in data query. Among them, [16] is the most recent one, where exploits a distributed community partitioning algorithm to divide a DTN into smaller communities. For intra-community communication, a utility function convoluting social similarity and social centrality with a decay factor is used to choose relay nodes. For inter-community communication, the nodes moving frequently across communities are chosen as relays to carry data to destination efficiently. Although [16] introduces a solution for DTNs which leverages social properties and mobility characteristics of users, it is not truly applicable for the data query in MASONs, because it does not capture the inherent features for the query delivery in MASONs, hence the nodes are not helpful for each other by making the correct decisions to carry queries to satisfactory nodes.

1.3 Our Contribution

In this work, we first formulate the optimization problem for the data query in MASONs. Then, we develop a state-diagram-based analytic model to derive the communication overhead and query rate as the functions of transmission strategy. A branch and bound algorithm is adopted to discover the optimal transmission strategy that minimizes the total communication cost while achieving a target query rate. The optimization model is centralized, thus impractical for real world implementation. However, it offers useful insights for the development of a distributed data query protocol. The proposed protocol is based on two key techniques. First, as motivated by the analysis, it employs “reachable expertise” as the routing metric to guide the transmission of query requests. Second, it exploits the redundancy in query transmission, which can effectively improve the query delivery rate in practice if it is properly controlled.

To demonstrate the feasibility and efficiency of the proposed data query protocol and to gain useful empirical insights, we have carried out a testbed experiment using off-the-shelf Dell Streak tablets. Our experiment involves 25 volunteers and lasts for 15 days. Moreover, extensive simulations (based on codes extracted from our prototype implementation) are carried out to learn the performance trend under various network settings, which are not practical to build and evaluate in laboratories.

The rest of this paper is organized as follows. Sec. 2 introduces the proposed data query scheme, including a theoretic optimization model and a practical protocol. Sec. 3 presents a testbed experiment and results. Sec. 4 discusses large-scale simulations under real-world mobility traces and power-law mobility model. Finally, Sec. 5 concludes the paper.

2 Proposed Data Query Scheme

While MASONs offer interesting opportunities to support ad hoc data query, its capacity is unsurprisingly low compared to many other data networks due to its extremely limited and nondeterministic communication opportunities. To learn the essence of optimal query delivery and to understand the performance upper bound, we first carry out a preliminary analytic study of the data query in MASONs before moving into the detailed protocol design and evaluation. Based on the insights gained from our analysis, a distributed data query protocol is proposed, aiming to enable highly efficient ad hoc query under practical MASON settings.
2.1 Preliminary Analysis

In this subsection, we first formulate the problem, and then introduce an analytic model to obtain an optimal solution, followed by discussions on numeric results and insights for developing a practical distributed data query protocol.

2.1.1 Assumptions and Problem Formulation

The communication in MASONs depends on nodal meeting events. The time interval between two consecutive meeting events between two nodes, e.g., Nodes $i$ and $j$, is denoted by a random variable $T_{ij}$. We consider generic nodal mobility in this work without assuming any specific distribution of $T_{ij}$. For analytic tractability, we make the following two assumptions in data transmission.

Assumption 1: Given the intermittent network setting, we assume that the communication capacity is ruled by nodal meeting opportunities.

In other words, we assume the communication delay is dominated by nodal meeting intervals. When two nodes meet, the channel bandwidth is sufficient for them to exchange data packets with negligible delay.

Assumption 2: Multiple copies of a query request may exist in the network, but we assume a node receives and forwards the same request only once.

For a query request, we define a binary transmission matrix, $X$, where $X_{ij} = 1$ indicates that Node $i$ sends the request to Node $j$, if the former holds the request when it meets the latter. If $X_{ij} = 0$, then Node $i$ does not send the request to Node $j$ even if it carries the request upon meeting Node $j$. Note that $X_{ij}$ and $X_{ji}$ can be different.

The transmission of query reply follows standard one-to-one routing with known source and destination. Its expected transmission delay has been well studied [11]–[13], [20]–[37]. Therefore we focus on the delivery of query requests only in this analysis (but a complete protocol is designed and implemented as to be discussed in later sections). Our goal is to determine the optimal $X$ such that the total communication cost, defined as $C(X)$, is minimized, while at the same time the probability to deliver the query to a data provider within a given delay budget $\delta$ (denoted as $P(X)$) reaches the desired threshold, $\beta$. More specifically, the problem is formulated as follows:

\[
\text{Objective: } \min(C(X)),
\]

\[
\text{S.t.: } P(X) \geq \beta.
\]

Under the assumption of sufficient channel bandwidth, different query requests do not contend for communication resource and thus can be treated independently. To this end, we next simply analyze the delivery of a single query request to derive $C(X)$ and $P(X)$, and to optimize $X$.

2.1.2 Analytic and Optimization Model

Our analysis is based on a state diagram. Each state is a vector with $N$ elements, i.e., $S = [s_1, s_2, ..., s_N]$, where $s_i = 1$ signifies Node $i$ has not received the query request, $s_i = 0$ indicates Node $i$ is carrying the query request but has never transmitted it to another node, and $s_i = 1$ means Node $i$ has received the query request and forwarded it once. Fig. 1 illustrates an example of the state diagram for a network with four nodes. Since we focus on a single query in this analysis, the category of the query (i.e., $c$) is not shown in the diagram.

Without loss of generality, we let Node 1 be the query issuer. Thus the initial state is $S = [0, -1, -1, ..., -1]$ (see Fig. 1). The state transits, as depicted by an arrow in the diagram, when the query request is transmitted from one node to another, e.g., from Node $i$ to Node $j$. Such a state transition is denoted by $L_{ij}$. Since we have assumed that a node transmits and receives the same request only once, $L_{ij}$ is possible only if $s_i = 0$ and $s_j = -1$, i.e., Node $i$ is carrying the query request but has never transmitted it while Node $j$ has not received the query request. Note that this is the necessary condition to enable a transmission, but Node $i$ does not have to transmit the query to Node $j$ if such a transmission is deemed inefficient. As a matter of fact, it is the goal of our analysis and optimization to determine the most efficient transmissions.

The state diagram (including the states and transitions) forms a tree structure. The initial state is the root of the tree. As shown in Fig. 1, a state may appear multiple times due to different transition paths to reach it. We treat such identical states separately (as if they are different states).

A state can be in three status, i.e., active, negatively terminated, or positively terminated, as defined below.

Definition 1: An active state is a state that allows further transitions.

The query request will be further transmitted under an active state. An active state must have a 0 element, i.e., $s_i = 0$, which is also called an active element.

Definition 2: Node $i$ is an active element of an active state if and only if $s_i = 0$.

Fig. 1 depicts active states only. Each active state may remain active or be terminated in two possible ways, resulting in a negatively terminated state or a positively terminated state.

Definition 3: An active state becomes a positively terminated state if the query request is answered by the active element.

Upon receiving a query request in Category $c$, Node $i$ has a probability of $E_i^c$ to answer the query. If the query is answered within its delay budget, it will no longer be forwarded to another node. This essentially terminates the query process given the assumption that a node forwards the same request only once. Otherwise, with a probability of $1 - E_i^c$, Node $i$ may remain active and carry the request that is ready to be transmitted to another node.

Definition 4: An active state becomes a negatively terminated state if the query request is dropped by the active element.

A query request is dropped if its delay budget expires. As a result, the state includes no active element and the query process is terminated without a successful reply.

Fig. 1 depicts all possible transmissions of a query in a network. Our goal is not to execute all such transmissions which lead to high communication overhead, but instead to perform...
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Fig. 1. The state diagram shows all possible transmissions of a query in a network with four nodes. Without loss of generality, we let Node 1 be the query issuer. Since we focus on a single query, the category of the query (i.e., c) is not shown in the state diagram.

selective transmissions to minimize the communication cost. To this end, we have introduced the transmission matrix, $X$, where $X_{ij} = 1$ signifies that Node $i$ will send the request to Node $j$, when the former meets the latter with $s_i = 0$ and $s_j = 1$; or the transmission will not be performed otherwise.

With $X$ as the variable to be optimized, we now analyze the probability to reach each state. Since the state diagram forms a tree structure, there is a unique path from the root (i.e., the initial state) to a given state $S = \{s_1, s_2, ..., s_N\}$. Once again, identical states may appear in the tree and they are treated as separate states. Let $L_S$ denote the path from the root to $S$, which consists of a sequence of transmissions $\{L_{U_1U_2}, L_{U_2U_3}, ..., L_{U_{K-1}U_K}\}$, where $\{U_1, U_2, ..., U_{K-1}\}$ are the set of nodes involved in the transmissions in sequence. For example, the path from the root to State $S_{14} = \{1,0,1,1\}$ includes such links as $L_{13}$, $L_{34}$, and $L_{42}$. Each link introduces a transmission delay. The total delay to reach the state is $\sum_{i=1}^{K-1} T_{U_{i+1}U_i}$.

We are interested in positively terminated states. A state $S$ can be positively terminated if and only if the following three conditions are satisfied. First, the transmission matrix is configured such that $X_{u_iu_{i+1}} = 1$, $\forall 1 \leq i \leq K-1$, forming a valid path from the root to State $S$. Second, the total delay to reach the state is no greater than the delay budget $\delta$, i.e., $\sum_{i=1}^{K-1} T_{U_{i+1}U_i} \leq \delta$. Note that $\delta$ can be very large under practical settings. As a matter of fact, MASON users are often not anxious to receive prompt query replies and thus may tolerate long delay. In this case, the delay distributions in the above formula can be reduced to simple probabilities as to be discussed in the next subsection. Third, the last node on the path (i.e., Node $U_{K}$) can answer the query while others along the path (i.e., Nodes $U_{1}, U_{2}, ..., U_{K-1}$) cannot. Therefore the probability that State $S$ is positively terminated is

$$P_S(X) = \prod_{i=1}^{K-1} X_{U_{i+1}U_i} \times E_{U_K}^0 \prod_{i=1}^{K-1} (1 - E_{U_i}^c) \times Pr\{\sum_{i=1}^{K-1} T_{U_{i+1}U_i} \leq \delta\}. \quad (2)$$

Since the states are uncorrelated, the total probability to reach a positively terminated state, i.e., the probability to deliver the query request to a node that can answer the query is $P(X) = \sum SP_S(X)$. With proper manipulation, we arrive at the following formula:

$$P(X) = \sum_{S \in S_1} \sum_{i=1}^{N-1} \sum_{k \neq k_0} \sum_{k_0 \neq k_1} \sum_{k_1 \neq k_2} \sum_{k_2 \neq k_3} \cdots \sum_{k_{N-2} \neq k_{N-1}} \prod_{j=0}^{i-1} \sum_{k_j \neq k_{j+1}} \prod_{j=0}^{i-1} X_{k_jk_{j+1}} \times E_{i}^0 \prod_{j=0}^{i-1} (1 - E_{k_jk_{j+1}}^c) \times Pr\{\sum_{j=0}^{i-1} T_{k_jk_{j+1}} \leq \delta\}. \quad (3)$$

Note that, the total number of add operations in the above equation equals the number of states, which we have found to be $N_S = \sum_{i=1}^{N-1} A_{N-1}$, where $A_{N-1}$ is the permutation of $i$ out of $N - 1$ elements, i.e., $A_{N-1} = \frac{i!}{(N - 1 - i)!}$.

The communication cost in a wireless network is often proportional to the number of transmissions. The more the transmissions, the higher the consumption of energy and storage space. It is out the scope of this work to define the best cost function. We simply let $C(X)$ be the total number of transmissions involved in the delivery of a query request. Let $D(S)$ denote the depth of State $S$ in the tree. Obviously, $D(S)$ represents the number of transmissions (i.e., the cost) needed to transit from the initial state to $S$. Note that, the cost of $D(S)$ is incurred as long as State $S$ is reached, no matter whether the query can be answered or not. Thus $C(X)$ is given below:

$$C(X) = \sum_{S \in S_1} D(S) \times E_{U_K}^0. \quad (4)$$

$P(X)$ and $C(X)$ are obtained via Eqs. (3) and (4), and then plugged into Eq. (1). A branch and bound algorithm [38] is adopted here to discover the optimal transmission matrix $X$, in order to minimize $C(X)$ while ensuring $P(X) \geq \beta$.

2.1.3 Numeric Results and Insights
Fig. 2 shows the numeric results of the optimization model based on Haggle trace [39] (to be detailed in Sec. 4.1). $\beta$ is set to be 0.5. Under very small $\delta$, many queries cannot be delivered within the delay budget, resulting in low delivery rate. When $\delta < 0.3$, the delivery rate is in fact lower than the expected threshold (i.e., $\beta$). By following the optimization model, the nodes do not make unnecessary attempts to transmit them, and accordingly the overhead is low. With a longer delay budget, more queries can reach the corresponding data providers and thus the delivery rate naturally increases. At the same time, delay and overhead increase too because more transmissions with longer delay are aggressively attempted. However, when $\delta$ is sufficiently large, many options of routing paths become available (that all satisfy the delay budget), allowing the optimization model to choose the one with the lowest overhead (i.e., the one that involves the least transmissions). This explains why overhead decreases under large $\delta$. Such a choice often sacrifices delay, as long as it does not exceed the allowed budget. Therefore, the average delay monotonically increases with $\delta$.

While the above optimization model can be implemented by each individual node, it is intrinsically centralized (requiring global information), and thus impractical for real world implementation. However, it offers useful insights for the development of a distributed data query protocol. In particular, the essence of the optimization is to first learn the probabilities to
deliver the query along different paths to different nodes, and then decide the optimal paths by striking the balance between cost and delivery probability. This insight stimulates us to develop a distributed scheme to learn “reachable expertise”, which can effectively guide the transmission of a query to the node(s) with sufficient expertise to answer it.

2.2 Protocol Design

In this subsection, we introduce a distributed protocol for the data query in MASONs. It is based on two key techniques. First, as motivated by our analytic and optimization model discussed above, it employs “reachable expertise” as the routing metric to guide the transmission of query requests. Second, it exploits the redundancy in query transmission. Redundancy is not considered in the analysis due to its intractability, but can effectively improve the query delivery rate in practice if it is properly controlled.

2.2.1 Routing Metric

The delivery of query depends on a routing metric, which is updated routinely and maintained separately from the routing algorithm itself. We first introduce such a metric, i.e., reachable expertise, that guides query transmission.

As introduced in Sec. 2.1.2, each node has certain expertise to answer a query. We let $E^c_i$ denote the expertise of Node $i$ to answer a query in Category $c$. We have assumed $E^c_i$ is known in our analysis. In practice, however, it is nontrivial to properly define the expertise, because a mobile node hardly knows precisely its probability to answer queries in each category. It may initially claim its expertise based on the mobile user’s social roles (e.g., professions), interests, and available resources. But such initially claimed expertise is often inaccurate. Therefore, after initialization, the expertise should be updated according to the feedbacks from other nodes, especially the query issuers.

In this research, we adopt the exponentially weighted moving average (EWMA) to maintain and update expertise. More specifically, we have

$$E^c_i \leftarrow (1 - \mu)E^c_i + \mu F_i^c,$$

where $0 \leq \mu \leq 1$ is a constant weight to keep partial memory of historic status, $E^c_i$ is the expertise before it is updated, and $F_i^c$ is the feedback score for queries that Node $i$ has answered in Category $c$. Various feedback rating schemes can be adopted to determine $F_i^c$. In this research, we employ a simple scheme, which supports quick convergence as to be discussed in Sec. 3 and shown in Fig. 3(h).

The expertise indicates the capability of a node to answer queries, but itself is insufficient to guide query transmission. For example, a node may have high expertise, but is not reachable by the query issuer and thus becomes less helpful to answer the query. To this end, we define $k$-hop reachable expertise. As discussed earlier, the MASON users can often tolerate long delay. Thus, the delay random variables in Eq. (3), i.e., $T_{i\rightarrow j}^{\Phi}$, may be reduced to simple nodal contact probabilities. Let $p_{ij}$ denote the probability that Nodes $i$ and $j$ meet. The maintenance and update of $p_{ij}$ have been discussed extensively in DTN networks [20], [21], [24], [25]. The $k$-hop reachable expertise is calculated as follows:

$$E^c_i(k) = 1 - \prod_{j \in \Phi} (1 - p_{ij} \cdot E^c_j(k - 1)),$$

where $\Phi$ is the set of nodes that Node $i$ meets frequently. $E^c_i(k)$ indicates the probability that Node $i$ can deliver the query within $k$ hops to a node that can answer the query. Clearly, $E^c_i(0) = E^c_i$ and $E^c_i(1) = 1 - \prod_{j \in \Phi} (1 - p_{ij} \cdot E^c_j)$. Node $i$ collects $\{E^c_j(k - 1) \mid j \in \Phi$ and $0 < k \leq N\}$ whenever it meets other nodes, and periodically makes an update on $E^c_i(k)$ according to Eq. (6).

Based on the $k$-hop reachable expertise, we define the aggregated reachable expertise,

$$AE^c_i = 1 - \prod_{k=1}^{N} (1 - E^c_i(k)),$$

which indicates the overall ability of Node $i$ to help a query in Category $c$ to be answered. It serves as the routing metric to guide query delivery as to be discussed next.

2.2.2 Routing with Dynamic Redundancy Control

Based on the routing metric, i.e., reachable expertise, we now introduce the routing algorithm. The delivery of a query is guided by the aggregated reachable expertise, where the query is generally forwarded from the node with a lower aggregated reachable expertise to the node with a higher one. In contrast to the conventional store-and-forward data transmission where a single copy of data is transmitted across the network, redundancy is often employed in opportunistic
networks. While redundancy is not addressed in the analysis due to its intractability, it is important in practice to achieve the desired query delivery rate. Generally speaking, the higher the redundancy, the higher the probability the query is answered successfully. However, redundancy must be properly controlled as excessive redundancy may exhaust network capacity and thus degrade the performance.

A naive approach is to create a fixed amount of redundancy for each query. For example, a predetermined number of copies of the query can be created and distributed to other nodes in the network. This approach, however, is often inefficient, because the effectiveness of redundancy depends on the nodes that receive, carry and forward the query. In an extreme case, all redundant copies of the query may be transmitted and carried by the nodes that have little chance to meet the node(s) that can answer the query and thus become ineffective. As a matter of fact, the effectiveness of redundancy highly depends on the reachable expertise of the nodes that carry the redundant copies. To this end, we introduce a parameter to dynamically reflect the "effective redundancy".

More specifically, the proposed routing algorithm with dynamic redundancy control is outlined below. Let $R_i^q$ denote the redundancy of Query $q$ as observed by Node $i$. The parameter is the estimated probability that at least one copy of the query is answered by any other nodes in the network. It is maintained and updated in a distributed way. Assume Query $q$ is in Category $c$. $R_i^q$ is initialized to zero when the query is created and subsequently updated during its transmission. Since communication opportunity is low, transmission is often between two nodes only. If more than two nodes are within communication range, we assume an underlying medium access control protocol that randomly selects one node as the sender. Therefore we consider a general scenario where Node $i$ meets Node $j$ in the following discussions.

First, Nodes $i$ and $j$ exchange their $k$-hop reachable expertise and update their aggregated reachable expertise according to Eqs. (6) and (7).

Then, Node $i$ fetches the query with the lowest redundancy in its queue. The queue holds the queries that Node $i$ creates or receives from other nodes. It is sorted according to the redundancy level such that the query with the lowest redundancy (denoted as Query $q$ in Category $c$) is at the head of the queue. If Node $j$ has a high expertise for queries in Category $c$ (i.e., $E_j^c \geq \alpha$ where $\alpha$ is a predefined constant), it directly answers the query by creating and sending a query reply to the query issuer. Since the destination of the query reply (i.e., the query issuer) is known, it can be delivered via any existing routing protocol for opportunistic networks [11]–[13], [20]–[35], [40]–[43]. We adopt the scheme proposed in [24] in our implementation. Note that the answer of Node $j$ is not always satisfactory. It has a probability of $E_j^c$ to be satisfied by the query issuer. Therefore, Node $i$ removes the query from its queue with a probability of $E_j^c$.

Otherwise, if Node $j$ cannot answer the query directly (i.e., $E_j^c < \alpha$), Node $i$ checks the redundancy of Query $q$. If $R_i^q \geq \beta$ where $\beta$ is the desired query delivery probability, it implies that high enough redundancy has been created for the query. Thus no action will be taken. Node $i$ simply holds the query until it meets a node that can directly answer the query or the query must be dropped due to queue overflow. An overflow happens when a new query is added into the queue which is already full. In this case, the query with the highest redundancy (i.e., at the end of the queue) is dropped.

If $R_i^q < \beta$, the query should be further propagated. But it is transmitted to Node $j$ only if $AE_j^c < AE_j^q$ (i.e., the latter has a better chance to deliver the query). This transmission creates two copies of the query, each sharing partial responsibility to get the answer. The redundancies for the two copies are assigned as follows:

$$R_i^q \leftarrow 1 - (1 - R_i^q)(1 - E_j^c(0)),$$

$$R_i^q \leftarrow 1 - (1 - R_i^q)(1 - E_j^q(0)).$$

In both formulas, $(1 - R_i^q)$ denotes the estimated probability that none of other nodes (except Nodes $i$ and $j$) can get the answer for Query $q$, and $(1 - E_j^c(0))$ and $(1 - E_j^q(0))$ give the probability that Node $i$ and Node $j$ cannot directly answer the query. Therefore the updated $R_i^q$ (or $R_i^q$) indicates the probability that at least one copy of the query can be answered by other nodes except Node $i$ (or Node $j$).

The transmission of Query $q$ continues upon future communication opportunities until, as discussed earlier, the query is answered by a node or dropped due to queue overflow. Upon receiving the query reply, the query issuer evaluates it and constructs a feedback packet, which is delivered to the node that answers the query, again, via an existing routing protocol for opportunistic networks. The latter then updates its expertise according to Eq. (5).

3 PROTOTYPE AND EXPERIMENT

To demonstrate the feasibility and efficiency of the proposed data query protocol and to gain useful empirical insights, we have carried out a testbed experiment using off-the-shelf Dell Streak tablets. In this section, we first introduce our testbed setup and then present experimental results.

3.1 Prototype and Testbed Setup

We have developed a prototype system by using Dell Streak 5 and 7 tablets that are of the smartphone/tablet PC hybrid operating on Android 2.2. The communication between the tablets is enabled via Bluetooth. A Streak tablet has 16 GB internal storage adequate to keep large amounts of experimental data. We have implemented our proposed data query protocol by using standard Android APIs, closely following the description in the previous section. In order to save power, each node initiates neighbor discovery once every a random interval (between 5 to 10 minutes).

Our experiment involves twenty five volunteers including faculty members and students. They are marked as Node 0 to Node 24. In the experiment, we define three categories of queries, i.e., history, science and arts (which are named Category 0, 1 and 2, respectively). Each participant has a claimed initial expertise for answering queries in each category and generates twelve queries per day in randomly chosen categories. Note that the initial expertise is not accurate.
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Fig. 3. Experimental results.
The true expertise is arbitrarily set by letting a small set of nodes to have an expertise of 1 to answer queries in each category. More specifically, Nodes 3, 13, and 19 can answer queries in Category 0; Nodes 4, 14, and 20 can answer queries in Category 2; and Node 1 can answer queries in any category. Other nodes initialize expertise to be $(0 - 1)$ randomly and learn and update their aggregated expertise during the experiment. The experiment had run for fifteen days, starting from Monday 16:00 p.m. in the first week to Monday 17:00 p.m. in the third week.

We compare several variations of the proposed scheme and related schemes. In the following discussions, 0-hop, 1-hop, 2-hop, and 3-hop stand for the proposed scheme that allows up to 0 hop, 1 hop, 2 hops, and 3 hops relaying, respectively; No Feedback means the proposed scheme (with 2-hop relay) but without the feedback mechanism to rectify expertise; Flooding is the simple flooding scheme for query delivery; Gossip [44] considers multiple categories and assigns the queries in each category a transmission probability for data transmission; Willingness [45] is a scheme that a query is delivered based on willingness, which is the degree to which a node actively engages in trying to re-transmit a query; Spray and Wait [33] considers multiple categories and assigns the queries in each category a transmission probability for data transmission; Social-based [16] is a social-based routing scheme.

We are primarily interested in two parameters: (1) the success query rate, i.e., the ratio of successfully answered queries to the total generated queries, and (2) the query delay which is the period from the time when a node generates the query to the time when it receives the answer.

### 3.2 Experimental Results

Table 1 shows the overall performance of different schemes. The 2-hop scheme achieves the highest query rate. It is not surprising to find the 1-hop scheme with a lower query rate since a node merely tries to answer the queries via up to one hop relay. The 0-hop scheme has the lowest query rate as a query can be answered only when the query issuer meets the data provider directly. On the other hand, it seems anti-intuitive that allowing a longer relay path (e.g., the 3-hop scheme) leads to a negative gain. But this is reasonable because excessive redundancy is created when too many nodes are involved in relaying queries, subsequently overloading the network and resulting in degraded performance. For a similar reason, the Flooding scheme has a even lower query rate given its extremely high redundancy. Under the No Feedback scheme, the inaccurate expertise is not rectified, resulting in misleading reachable expertise and thus lower query rate. Gossip [44] considers multiple categories and assigns the queries in each category a transmission probability for data transmission. However, as a gossiping approach, its data transmission is randomized. Therefore a query is often answered and carried by nodes with insufficient expertise, thus inducing many nonsatisfactory replies. Willingness [45] is a scheme that a query is delivered based on willingness, which is the degree to which a node actively engages in trying to re-transmit a query. The willingness does not reflect the expertise based on which a node replies queries, therefore the nodes are not helpful for each other to carry queries to nodes with sufficient expertise. We also compare with Spray and Wait [33] which is considered as a baseline opportunistic delivery protocol. [33] fixes the number of copies for each query which limits the queries to go through correct paths to be replied by nodes with sufficient expertise, making query rate even lower. Social-based [16] exploits a distributed community partitioning algorithm to divide a DTN into smaller communities. For intra-community communication, a utility function convoluting social similarity and social centrality with a decay factor is used to choose relay nodes. For inter-community communication, the nodes moving frequently across communities are chosen as relays to carry data to destination efficiently. Although [16] introduces a solution for DTNs which leverages social properties and mobility characteristics of users, it is not truly applicable for the data query in MASONs, because when a node issues a query, it is often unaware of the nodes that have sufficient expertise to answer the query. The cost is prohibitively high to construct a structure to index data and data providers like P2P networks. It is obviously inefficient either to frequently flood queries, which are expensive and often considered spams. It is not surprising that our proposed scheme has better performance than Social-based, since Social-based does not capture the inherent features for the query delivery in MASONs, hence the nodes are not helpful for each other by making the correct decisions to carry queries to satisfactory nodes.

In general, when more hops are allowed in relaying queries, the overhead increases, because a query is more aggressively propagated. As a result, more copies of the query are transmitted in the network and the query issuer often receives more replies. At the same time, since a query may potentially go through a longer path to reach the data provider, the average delay also increases. Compared with the 2-hop scheme, No Feedback has longer delay and more number of replies because incorrect expertise often leads the queries to wrong routes.

More than 96% queries are answered successfully. The unanswered queries are all generated during the final hours of the experiment. Fig. 3(a) illustrates the number of queries answered on each day of the experiment. As can be seen, the results vary among days, reflecting the moving patterns of the participants. More queries are answered during weekdays than weekends due to the lower interactive activities of students and faculty on Saturday and Sunday. In fact, many queries cannot be answered during weekends and have to wait until Monday of the next week. This explains the peak on the second Monday. It is worth mentioning that the first and the third Monday are not the whole days, hence the number of answered queries is less than the second Monday. The activity pattern is also evidenced by the delay variation shown in Fig. 3(b). Queries generated in weekends have longer delay compared with those in weekdays. The delay of queries generated on Friday is also high because no classes are scheduled on Friday afternoon and many offices are closed after 1:00 p.m.. Fig. 3(b) also shows the total traffic in the network, which follows a similar pattern of nodal activities.

Figs. 3(c) and 3(d) further zoom in to show the results in each hour of a day. The data are averaged over 15 days. Both the network traffic and the number of answered queries are
The average delay and traffic of different nodes are illustrated in Fig. 3(e). In general, delay and traffic vary among different nodes due to the randomness in nodal mobility and query generation and transmission. Node 0 has extremely poor connectivity (either directly or indirectly) to the nodes with high expertise, resulting in very long delay compared with other nodes. Contrarily, since Node 1 is able to answer all the queries of three categories, it has the minimum delay. In addition, Node 2 has the heaviest traffic load because it frequently meets other nodes, while Node 0 carries the least traffic due to few interactions between it and other nodes.

The delay distribution is shown in Fig. 3(f). More than 65% queries are answered within two hours. The queries with longer delays are either generated by Nodes 3 – 12 as discussed above, or generated during weekends and thus cannot be replied until the next Monday. Fig. 3(g) illustrates the distribution of path length. All queries are answered within three hops. Fig. 3(h) shows the convergence of the claimed expertise to the ground truth. A node is chosen as an example, while similar results are observed in other nodes as well. As we can see, the feedback mechanism effectively adjusts the node’s expertise, gradually approaching to the true value within a few hours.

### TABLE 1
Results under Experiment.

<table>
<thead>
<tr>
<th></th>
<th>Query Rate</th>
<th>Delay</th>
<th>Ave. Replies</th>
<th>Ave. Copies</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-hop</td>
<td>0.34</td>
<td>4.56h</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>1-hop</td>
<td>0.73</td>
<td>7.52h</td>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>2-hop</td>
<td>0.96</td>
<td>8.83h</td>
<td>42</td>
<td>2</td>
</tr>
<tr>
<td>3-hop</td>
<td>0.86</td>
<td>9.42h</td>
<td>56</td>
<td>4</td>
</tr>
<tr>
<td>No Feedback</td>
<td>0.83</td>
<td>9.12h</td>
<td>30</td>
<td>3</td>
</tr>
<tr>
<td>Flooding</td>
<td>0.39</td>
<td>4.68h</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>Gossip</td>
<td>0.52</td>
<td>7.28h</td>
<td>21</td>
<td>5</td>
</tr>
<tr>
<td>Willingness</td>
<td>0.51</td>
<td>6.23h</td>
<td>17</td>
<td>6</td>
</tr>
<tr>
<td>Spray and Wait</td>
<td>0.46</td>
<td>5.67h</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>Social-based</td>
<td>0.68</td>
<td>9.68h</td>
<td>58</td>
<td>5</td>
</tr>
</tbody>
</table>

Fig. 4. Distribution under Haggle trace.

#### 4 SIMULATION RESULTS

Besides the experiment discussed above, extensive simulations are carried out to learn the performance trend of the proposed data query algorithm under various network settings, which are not practical to evaluate by using lab equipments. The simulation codes are extracted from our prototype implementation, and the simulation results are obtained under real-world traces and power-law mobility model. Each node maintains a maximum queue size of 1,000.

##### 4.1 Simulation under Haggle Trace

We have evaluated our proposed scheme under several real-world traces available at CRAWDAD [46]. Table 2 shows the results based on Haggle trace [39], which includes 98 participants carrying small devices (iMotes) during Infocom 2006. We run the simulation for a period of 342,916 seconds (or about 4 days). Each node generates 1.08 queries per hour. The queries fall into five categories, and each category is associated with three expert nodes that can provide satisfactory replies. Similar to the results in Table 1, Table 2 shows the results under Haggle trace.

The distributions of query rate and delay are illustrated in Fig. 4. About 90% of nodes can achieve a query rate of 80% or higher under the proposed scheme. At the same time, more than half of the queries are answered within an hour.

##### 4.2 Simulation under Power-Law Mobility Model

Besides the above results based on Haggle trace, we have carried out simulations under power-law mobility model, which enables convenient study of performance trend with the
variation of several network parameters. More specifically, we simulate an area that is partitioned into a grid of $20 \times 20$ cells. Each node is associated with a randomly-chosen home cell, in which it initially resides. In a time slot, it may move in one of the four directions, i.e., up, down, left and right, or stay in its home cell. Let $P_i(x)$ denote the probability for Node $i$ to be at Cell $x$. $P_i(x) = k_i \left( \frac{d_i(x)}{d_i(0)} \right) ^\sigma$ where $k_i$ is a constant, $\sigma$ is the exponent of the power-law distribution and $d_i(x)$ denotes the distance between Cell $x$ and Node $i$'s home cell. The default network parameters include a network of 100 nodes, a $\sigma$ of 2, 10 categories of queries, 5 experts per category, and a generation rate of 0.02 queries per time unit per node.

In an opportunistic network, the communication capacity highly depends on the meeting opportunities among mobile nodes. As shown in Fig. 5(a), query reply rate grows with the increase of the network density, because the nodes have more opportunities to meet each other and exchange their queries. Fig. 5(b) depicts the impact of the power-law factor $\sigma$. When $\sigma$ is large, the nodes tend to stay in their home cells, i.e., have low mobility, resulting in small probabilities to meet each other and consequently small network capacity. Therefore the query reply rate is low. When $\sigma$ is extremely large, the query reply rate may approach as low as zero. On the other hand, when $\sigma$ is small, the nodes have uniform mobility, i.e., similar probabilities to visit all cells and accordingly similar routing metric (i.e., $k$-hop reachable expertise), rendering routing ineffective. Under the simulated network setting, $\sigma = 2$ results in the best performance.

The impact of traffic load is illustrated in Fig. 5(c). While the query reply rate keeps stable at the beginning under all schemes, it starts to drop when the generation rate exceeds 0.03. In general, with a higher query generation rate, the overall traffic load increases, resulting in more frequent queue overflow and consequently lower query reply rate.

As discussed in Sec. 2.2, a threshold $\beta$ is employed for dynamic redundancy control. A larger $\beta$ allows more redundancy to be created, aiming to achieve a higher query reply rate. However, if $\beta$ is too large, the excessive redundancy degrades the utilization of communication and storage resources and lowers the overall performance accordingly (see the Fig. 5(d)). Fig. 5(e) shows that a higher query reply rate is achieved with the increase of queue size, because more queries and replies can be kept in the queue until they are delivered. The number of experts for each category is also studied in this work. As shown in Fig. 5(f), more experts for a category result in higher query reply rate because more nodes can answer the queries in this category.

### 5 Conclusion

We have studied the problem of data query in a Mobile Ad-hoc SOcial Network (MASON), aiming to determine an optimal transmission strategy that supports the desired query rate within a delay budget and at the same time minimizes...
the total communication cost. We have proposed a centralized optimization model that offers useful theoretic insights and developed a distributed data query protocol for practical applications. To demonstrate the feasibility and efficiency of the proposed scheme and to gain useful empirical insights, we have carried out a testbed experiment by using 25 off-the-shelf Dell Streak tablets for a period of 15 days. Moreover, we have run extensive simulations to learn the performance trend under various network settings, which are not practical to build and evaluate in laboratories.
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